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Abstract
This paper proposes to use eye movements to characterize the performance of individuals in reviewing source code of computer programs. We first present an integrated environment to measure and record the eye movements of the code reviewers. Based on the fixation data, the environment computes the line number of the source code that the reviewer is currently looking at. The environment can also record and play back how the eyes moved during the review process. We conducted an experiment to analyze 30 review processes (6 programs, 5 subjects) using the environment. As a result, we have identified a particular pattern, called scan, in the subjects’ eye movements. Quantitative analysis showed that reviewers who did not spend enough time for the scan tend to take more time for finding defects.
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1 Introduction
Source code review (or simply code review) is peer review of source code of computer programs. It is intended to find and fix defects (i.e., bugs) overlooked in early development phases, improving overall code quality [Boehm 1981]. Basically, the code review is an off-line task conducted by human reviewers without compiling or executing the code. In the code review, a reviewer reads the code, understands the behavior, and detects and fixes defects if any. Especially in developing large-scale software applications, the code review of individual modules is vital, since it is quite expensive to fix the defects in later integration and testing stages. A study shows that review and its variants such as walk-through and inspection can discover 50 to 70 percent of defects in software product [Weigers 2002]. Our long-term goal is to establish an efficient method that allows the reviewer to find as many defects as possible.

Several methodologies that can be used for the code review have been proposed so far. The idea behind these methods is to pose a certain criteria on reading the documents. Code review without any reading criteria is called Ad-Hoc Review (AHR). A method where the reviewers read the code from several different viewpoints, such as designers, programmers and testers, is called Perspective-Based Reading (PBR) [Shull et al. 2000]. Checklist-Based Reading (CBR) [Fagan 1976] introduces a checklist with which the reviewers check typical mistakes in the code. Usage-Based Reading (UBR) [Thelin et al. 2001] is to review the code from users’ viewpoint. Defect-Based Reading (DBR) [Porter et al. 1995] focuses on detecting specific type of defects.

To evaluate the performance of these methods, hundreds of empirical studies have been conducted [Ciolkowski et al. 2002]. However, there has been no significant conclusion on which review method is the best. Some empirical reports have shown that CBR, which is the most used methods in the software industries, is not more efficient than AHR. As for UBR, PBR, and DBR, they achieved slightly better performance than CBR and AHR [Basili et al. 1996; Porter et al. 1995; Porter and Votta 1998; Shull 1998; Thelin et al. 2003]. On the other hand, a study by Halling et al. [2001] reports an opposite observation that CBR is better than PBR. Several case studies have shown that these methods had no significant difference [Fusaro et al. 1997; Lanubile and Visaggio 2000; Miller et al. 1998; Sandahl et al. 1998].

The reason why the results vary among the empirical studies is that the performance of individual subjects is more dominant than the review method itself, since the review is a task involving many human factors. Thelin et al. [2004] compared the effectiveness, i.e., the defect detection ratio (Defects found / Total), between UBR and CBR. Fig. 1 depicts the result, showing that the effectiveness of UBR is 1.2 – 1.5 times better than the one of CBR on average. However, as seen in the dotted lines in the figure, the individual performance in the same review method varies much more than the method-wise difference. Unfortunately, the performance variance in individual reviewers has not been well studied. Thus, we consider it essential to investigate the performance of reviewers rather than to devise review methods. Hence, the key is how to capture the difference among good and bad reviewers.

To characterize the reviewer’s performance in an objective way,
this paper proposes to use eye movements of the reviewer. In general, the source code is not read as ordinary documents like newspapers or stories. The reviewer frequently jumps from a line to another or compares multiple lines, to simulate the behavior of the program. The way of reading the code should vary among different reviewers, and the reading actions must appear on the eye movements of the reviewers. Therefore, we consider that the eye movements can be used as a powerful and objective metric to characterize the individual performance in the code review.

In this paper, we first present an integrated environment to measure and record the eye movements during the code review. We developed a software application, "Crescent", built on top of a non-contact eye mark tracker EMR-NC. Based on the raw data captured by the eye mark tracker, Crescent computes the line number of the source code that the reviewer is currently looking at. As an eye moves, Crescent records the transition from a line to another, as well as the duration time that the gaze stayed at every line. Also, Crescent has a feature that can play back the record automatically or interactively.

Using the environment, we then conduct an experiment of code review with five graduate students. Through the experiment, we have identified a particular pattern, called scan, in the subjects' eye movements. The scan pattern characterizes an action that the reviewer reads the entire code before investigating the details of each line. Quantitative analysis showed that reviewers who did not spend enough time for the scan tend to take more time for finding defects. Thus, it is expected that the eye movements is promising to establish a more human-centered code review method reflecting human factors.

The rest of this paper is structured as follows. Section 2 discusses related research in eye movement applications, and Section 3 explains the integrated environment. In Sections 4 and 5, we discuss the experiment and analysis. Finally, Section 6 concludes the paper with future work.

2 Related Work
Eye movements have been often used for the purpose of evaluating human performance, especially in cognitive science. Law et al. [2004] analyzed eye movements of expert and novice in laparoscopic surgery training environment. This study showed that experts tend to see affected parts more than the tool in hand, compared with novices. Kasarskis et al. [2001] investigated eye movements of pilots in a flight simulator. In this study, novices tend to concentrate seeing the altimeter than experts, while the experts see the airspeed. Also, in the field of software engineering, there are several research works exploiting the eye movements, for the purpose of, for instance, monitoring on-line debugging processes [Stein et al. 2004; Torri et al. 1999], usability evaluation [Bojko and Stephen son 2005; Nakamichi et al. 2003], human interface [Jacob 1995; Zhai et al. 1999], and program comprehension[Crosby and Stelovsky 1990].

However, as far as we know, there is no research using the eye movements for analyzing individual performance in the source code review.

3 Capturing Eye Movements in Code Review
3.1 Requirements
We first discuss what should be required for measuring eye movements in the context of code review, according to specific characteristic of the review task. The requirements make it clear the purpose of the target measurement environment.

Requirement R1: Line-wise tracking of eye movements
A primary construct of a program is a statement and most programs are written in one-statement-per-line basis. So, it is reasonable to consider that the reviewer reads the code in units of lines. Hence, the measuring environment has to be capable of identifying which line of the code the reviewer is currently looking at. Note that the information must be stored as logical line numbers, which is independent of the font size or the absolute position where the code lines are currently displayed.

Requirement R2: Identification of reviewer's focus
Even if an eye mark comes at a line in the code, it does not necessarily mean that the reviewer is reading the line. That is, the measuring environment has to be able to distinguish a gaze from a glance. It is reasonable to assume that the reviewer has focused a line if the eye mark stayed in the line for a period.

Requirement R3: Record of time-sequenced lines
The order in which the reviewer reads lines is important information to reflect individual characteristics of code review. Also, each line may cause different tasks. Therefore, the measuring environment has to be able to distinguish a line, how long the line is being focused. The duration of the focus may indicate strength of reviewer's attention to the line. Therefore, the measurement environment must record the focused lines as time sequence data.

Requirement R4: Analysis supports
Preferably, the measuring environment should provide tool supports to facilitate analysis of the recorded data. Especially, features to play back and visualize the data significantly contribute to efficient analysis. The tools may be useful for subsequent interviews or for educational purposes to novice reviewers.

3.2 Integrated Measuring Environment
Based on the above requirements, we have developed an integrated environment for measuring eye movements in code review. The environment consists of hardware components including a non-contact eye camera, and a software application Crescent to process the tasks specific to code review. In the environment, the reviewer reads the code on a PC monitor.

Hardware components
In order to track the eye movement on each line (see Requirement R1), high resolution and precision are required for the eye camera. Therefore, we selected a non-contact eye mark tracker EMR-NC, manufactured by NAC Image Technology Inc (http://www.nacinc.jp/). EMR-NC can sample the eye movements within 30Hz. The finest resolution of the tracker is 5.4 pixels on the screen, which is equivalent to 0.25 lines of 20 point letters.

To display the source code, we used a 21-inches liquid crystal display (EIZO FlexScanL771) set at 1024x768 resolutions with a dot pitch of 0.3893 millimeter. To minimize the noise data, we prepared a fixed and non-adjustable chair for the reviewers.

The data sampled by EMR-NC is polled to a PC through RS-232C interface. On the PC, an application bundled with EMR-NC stores the data in a file with the CSV format. Each sample of the data consists of an absolute coordinates of the eye mark on the screen, and sampled date. The bundled application also can compute fixations, particular coordinates at which the eye mark stays for a given moment. The fixations can be useful to identify the reviewer's gaze (Requirement R2). Note however that the raw sampled data is not sufficient to satisfy Requirements 1 to 4, since it just represents a set of absolute coordinates of the eye movements. We need to refine the raw data into the one feasible to the
individual analysis of code review.

**Crescent: A software application manipulating gaze data**

To complete the requirements, we have developed a software application Crescent (Code Review Evaluation System by Capturing Eye movement) on top of the hardware components. Crescent manipulates the sample data polled from the eye camera, and converts the data to the line-wise information feasible to individual analysis of code review. Crescent was developed in the Java language with SWT (Standard Widget Tool), comprising about 4000 lines of code. Fig. 2 shows the system structure and the measurement environment. Using the figure, we explain how Crescent is designed to meet Requirements R1 through R4 as follows.

What most technically difficult is to satisfy Requirement R1. We need to convert the absolute coordinates sampled in pixels by the eye tracker, into logical line information. When Crescent is launched, the output module pops up a main textbox displaying a source code to be reviewed (see Fig. 3). It then opens the raw data file and the fixation data file to get the eye movement information. Based on the absolute position of the textbox and the absolute coordinates of eye mark, the converter module computes the relative coordinates of the eye mark in the textbox. Next, taking the font size, the line pitch and the screen resolution into account, the module converts each relative coordinate into a line number in the textbox which the coordinate corresponds to. Note that the reviewer may scroll down (or up) the source code using a slider bar besides the textbox, which changes the correspondence between the logical line number and the absolute position. For this, the scrolling capture module monitors all events of the slider bar, and adapts the correspondence to maintain the consistency of the line number.

To satisfy Requirement R2, we extensively use fixations obtained by the bundled application of EMR-NC. For given fixation criteria (i.e., pixels in diameter and staying time of eye mark), the application extracts the absolute coordinates of the fixations from...
the raw data sampled. The absolute coordinates are converted into the logical line number as explained above, which identifies a set of lines the reviewer focused on. The fixation analyzer module summarizes the focused lines as a time-sequenced data, by investigates the fixations and the date information of each eye mark. Also, for each line the fixation analyzer measures the total time that the reviewer has focused, and the number of focuses, which completes Requirement R3.

Finally, to cope with Requirement R4, Crescent is equipped with a result viewer, which can play back and visualize the recorded line information. Fig. 4 shows a snapshot of the result viewer. The viewer displays the source code reviewed and a horizontal bar chart showing the line-wise eye movements of the reviewer. The sequence of the movements can be played back by highlighting the focused line on the source code. It is possible to play back the record from any time lines of the measurements.

Crescent also has a feature to send a reset signal to the eye mark tracker, which is implemented by the RS-232C module. This is to synchronize the starting (or the completion) time of the code review process, with the beginning (or the ending) of the eye mark measurement. The synchronization minimizes the margin of error between date of eye mark and date of scrolling event.

### 4 Experimental Evaluation of Individual Performance of Code Review Using Eye Movements

#### 4.1 Experiment

Using the constructed environment, we performed an observation experiment of code review process.

### Preliminaries

Five graduate students participated in the experiment as the reviewers. They have 3 or 4 years experience of programming, and have experienced code review before at least once.

We have prepared 6 small-scale programs written in the C language, each of which is comprised of 12 to 23 lines of source code. To measure the individual performance purely with the eye movement, we omitted any comments from the source code. We also prepared a specification for each program. The specification is compact and easy enough for the reviewer to understand and memorize. Then, in the source code of each program we intentionally injected a single defect. Every defect is logical defect, that is, no of syntax error is injected. We explain to reviewers each source code has only one logical defect.

Table 1 summarizes a list of the programs, the specifications and the defect injected. In this experiment, we determined the fixation criteria as the area of 30 pixels in diameter where the eye mark stays more than 50ms.

### Task of Code Review

We instructed individual subjects to conduct code review of the six programs, using the developed measuring environment. We use Latin square to assign order of presentation for minimize learning/fatigue effects. For each program, the source code and the specification of the program were given to the subject. We allowed the subjects to ask questions on the specifications and the C language (except about the injected defects), before and during the review. The review method was the ad-hoc review, that is, neither a checklist nor a perspective was given.

A task for each subject to review a single source code consists of the following steps.

1. Calibrate the eye tracker so that the eye movements of the subject are logged correctly.
2. Explain the specification of the program to the subject verbally.
3. Synchronize the subject to start the code review to find defect, start the capture of eye movements and code scrolling.
4. Suspend the review task when the subject tells he/she found the defect. Then, ask the subject to explain the defect verbally.
5. Finish the code review task if the detected defect is correct. Otherwise, resume the task going back to the step 3. The review task is continued until the subject successfully finds the defect, or the total time for the review exceeds 5 minutes.

### Validation of Captured Data

After the experiment, we checked the validity of sampled coordinates. The coordinates where the subject was blinking or seeing outside the textbox were discarded. If data for a task contained invalid coordinates more than 30 percent of whole samples, we discarded the data from the analysis. Out of total 30 review tasks (i.e., 6 programs x 5 subjects), three trials were discarded.

#### 4.2 Analyzing Result

The eye movements during the code review were visualized and played back by the result viewer. For instance, Fig. 5 (a) depicts the eye movements captured when subject E reviewed the source code.

<table>
<thead>
<tr>
<th>Program name</th>
<th>Lines of code</th>
<th>Program specification</th>
<th>Defect injected in the source code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum-5</td>
<td>12</td>
<td>The user inputs five integers. The program outputs the sum of these integers.</td>
<td>A variable accumulating the sum is not initialized.</td>
</tr>
<tr>
<td>Accumulate</td>
<td>20</td>
<td>The user inputs a non-negative integer $n$. The program outputs the sum of all integers from 1 to $n$.</td>
<td>A loop condition is mistaken. The condition must be ($i &lt;= n$) but it is ($i &lt; n$).</td>
</tr>
<tr>
<td>Average-5</td>
<td>16</td>
<td>The user inputs five integers. The program outputs the average of these.</td>
<td>An explicit type conversion from integer to double is forgotten, yielding a round margin in the average.</td>
</tr>
<tr>
<td>Average-any</td>
<td>22</td>
<td>The user inputs an arbitrary number of integers (up to 255) until zero is given. The program outputs the average of the given numbers.</td>
<td>The number of loops is wrong. The program always calculates the average of 255 numbers regardless of the number of integers actually entered.</td>
</tr>
<tr>
<td>Swap</td>
<td>23</td>
<td>The user inputs two numbers. The program swaps these numbers by using a function “swap()”. Then the program outputs the result.</td>
<td>The pointers are misused. As a result, the two numbers are not swapped.</td>
</tr>
<tr>
<td>Prime</td>
<td>18</td>
<td>The user inputs an integer $n$. The program checks whether $n$ is a prime number or not.</td>
<td>Logic in a conditional expression is wrongly reversed, yielding an opposite verdict.</td>
</tr>
</tbody>
</table>
code of `Prime`. Using the result viewer extensively, we analyzed the eye movements of the individual subjects. As a result, a particular pattern of the eye movements was identified.

**Scan Pattern**

It was observed that the subjects were likely to first read the whole lines of the code from the top to the bottom briefly, and then to concentrate some particular portions. The statistics show that 72.8 percent of the code lines were watched in the first 30 percent of the review time. We call *scan* to represent this preliminary reading of the entire code.

Fig. 5 describes eye movements of two subjects where the *scan* patterns are well observed. The graphs depict the time sequence of code lines focused. As seen in Fig. 5 (a), Subject E scans the code twice, then concentrates the while loop block located middle of code. In Fig. 5 (b), it is seen that Subject C firstly locates the headers of two function declaration in lines 1 and 13. Then, the subject scan the two functions makeSum() and main() in this order.
After the scan, he concentrates on the review of makeSum().

Characterizing Review Performance by Scan Pattern

It is reasonable to consider that the scan pattern reflects a cognitive action in code review; a reviewer firstly tries to understand the whole program structure. During the scan, a reviewer should identify some suspected portions where the defect is likely to be contained. Therefore, we consider that the quality of the scan should significantly influence the individual efficiency of the defect detection in the review.

For each review in the experiment, we measured first scan time and defect detection time. The first scan time is defined as the time spent from the beginning of the review until 80 percent of the total lines (except blank lines) are read. On the other hand, the defect detection time is the time taken for a reviewer to detect the injected defect. Assuming that the first scan time reflects the quality of the scan, we analyze the correlation among the first scan time and the defect detection time.

The experiment showed that the longer a reviewer scanned the code, the more efficiently the reviewer could find the defect in the code review. This observation can be interpreted as follows. A reviewer, who carefully scans the entire structure of the code, is able to identify many candidates of code lines containing defects during the scan. On the other hand, a reviewer with insufficient scan is likely to miss some critical code lines and stick to irrelevant lines involving no defect, which decreases the performance of the code review.

5 Discussion

We here discuss other interesting findings, although their correlation with the review performance is not yet proven quantitatively.

5.1 Eye Movements and Reviewer's Thought

After the experiment, we conducted two kinds of interviews to investigate what the eye movements actually reflect.

In the first interview, for each subject we showed the source code and asked what the subject had been thinking in the code review. Most subjects commented general (or abstract) review policies, including the strategy of understanding the code and the flow of the review. Typical comments are summarized in the first column of Table 2.

In the second interview, we showed the eye movements with the result viewer as well as the source code, and asked the same questions. As a result, we were able to gather more detailed and code-specific comments. As shown in the second column of Table 2, each subject told reasons why he checked some particular lines carefully and why not for other lines. It seems that the record of the eye movements reminded the subjects of their thought well.

This fact indicates that the eye movements involve much information reflecting the reviewer’s thought during the code review. Therefore, captured data of expert reviewers might be used for educational/training purposes.

5.2 Other Reading Patterns

In the experiment, we have found several interesting reading patterns other than the scan pattern. Due to the limited pages, we here present typical two patterns among them.

Retrace Declaration Pattern

When a reviewer reaches a code line where a variable is firstly used, within a short period the reviewer often looks back to the declaration line of the variable. We define this eye movement as retrace declaration pattern. Fig. 7 shows the eye movements involving the pattern. It can be observed that when the subject reaches the line 4 involving the first reference of variable i, he looks back the line 2 twice, where i is declared. The same patterns can be seen for variable input at line 6, and sum at line 7. Statistics show that the number of variables causing the retrace declaration pattern is 51.8 percent of the total number of variables. The retrace declaration pattern can be interpreted as a cognitive action that the reviewer reconfirms the data type of the variable.

Retrace Reference Pattern

This pattern is similar to the retrace declaration. When a reviewer reaches a code line where a variable is used, within a short period the reviewer often checks the whole loop involving that particular variable. We define this eye movement as retrace reference pattern. This pattern can be clearly noticed when the subject reaches the line 5 involving the reference of variable i, he checks the whole loop of variable i, which is declared at line 3.

Table 2 Comments gathered in interviews

<table>
<thead>
<tr>
<th>First interview (with source code only)</th>
<th>Second interview (with source code and eye movements)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• I reviewed the main function first, and then read another.</td>
<td>• I did not check the conditional expression of loop.</td>
</tr>
<tr>
<td>• I felt something is wrong in the second while loop.</td>
<td>• I watched this variable declaration to see the initial value of the variable.</td>
</tr>
<tr>
<td>• I simulated the program execution in mind assuming an input value.</td>
<td>• I did not mind to this output process.</td>
</tr>
<tr>
<td>• I checked the while loop for a number of times.</td>
<td>• I though this input process was correct because it is written in a typical way.</td>
</tr>
<tr>
<td>•</td>
<td>• I could not understand the variable initialized like this.</td>
</tr>
</tbody>
</table>
period the reviewer often looks back to the lines where the variable has been recently referred. This pattern is defined as retrace reference pattern. Fig. 8 presents the eye movements containing this pattern. In the figure, when the subject reaches line 15 involving a variable ave, he looks back line 14 first where ave is recently referred. Then, since line 14 contains two variables sum and i, a further retrace pattern occurs back to the while block, reading the lines containing sum and i. The pattern can be interpreted as a cognitive action that the reviewer remember and recalculate the value of the variable.

It is reasonable to consider that the above reading patterns intuitively reflect cognitive aspects of a reviewer, and thus the patterns should affect the individual performance of code review. However, the experiment conducted in this paper did not show any significant correlation with the performance. Also in the subsequent interviews, we were not able to gather any specific comments from the subjects unfortunately. To clarify these patterns, we need more experiments with larger programs and more subjects. Further investigation of the other reading patterns is left as our future work.

6 Conclusion
In this paper, we have proposed to use the eye movements to analyze individual performance of source code review. We first developed an integrated measuring environment of eye movements in code review, including a software application Crescent. Then, using the environment, we conducted an experiment to characterize the review performance with eye movements. In the experiment, we found a particular reading pattern, called scan. Through the statistic analysis, it was shown that the reviewers taking sufficient time for scanning the code tend to detect defects efficiently. Some topics for future research present themselves. We are planning to conduct experiments with more practical settings. Through more experiment we examine more reading patterns and their impacts to the individual review performance. It is also an interesting challenge to apply Crescent to peer review of other documents like requirements and specifications.
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