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ABSTRACT
By extracting the order of understanding for the Java programming language from results of examinations, we investigate a learning process for efficient acquisition of knowledge on programming languages, and positions of knowledge items in textbooks. The order of understanding is extracted by statistically analyzing the ordering relation of knowledge (the relation that one piece of knowledge is required for understanding another piece of knowledge) and by constructing the whole structure of those relations. In the statistical analysis, “correct random guesses” and “careless mistakes” are statistically revised to extract ordering relations. We also perform factor analysis on knowledge items and construct a relation structure.
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1 INTRODUCTION
For subjects who have a long history of accumulated teaching practice and knowledge, the ordering relation of knowledge (the relation where one piece of knowledge is required for understanding another piece of knowledge) has been extracted, and a systematic teaching order derived from the order relation of knowledge has been realized. Since the teaching of programming languages does not have a long history of teaching practice compared with other subjects, there exists no systematic teaching method which has obtained a consensus among experts on education [1], [2]. For example, some textbooks can have different orders of knowledge items to each other. In the learning phase for a new domain, some teachers can use learning materials in a different order to each other. Therefore, in order to realize an efficient and systematic teaching of programming, the order of understanding of the programming language should be clarified [3], [4], [5], [6], [7], [11], [12].

In this paper, we extract the order of understanding for the Java programming language from results of examinations, and investigate a learning process for efficient acquisition of knowledge on programming languages and positions of knowledge items in textbooks. The order of understanding is extracted by statistically analyzing the ordering relation of knowledge (the relation that one piece of knowledge is required for understanding another piece of knowledge), and by constructing the whole structure of those relations. In the statistical analysis, “correct random guesses” and “careless mistakes” are statistically revised to extract ordering relations. We also perform factor analysis on knowledge items and construct a relation structure.

2 ANALYSIS OF ORDERING RELATIONS IN THE JAVA PROGRAMMING LANGUAGE
Knowledge of the Java language can be modeled by the Ordering Theory because, as in mathematics or natural science, there are two types of knowledge of the language: one is fundamental and independent of other knowledge, and the other is dependent on other knowledge. In this paper, we adopt the model of Ordering Theory proposed by P. W. Airasian [16] to extract the ordering relation of knowledge.

In the Ordering Theory, test item X and test item Y are regarded as having an ordering relation if the ratio of the size of set M01 (the set consisting of the learners who answered questions incorrectly to an easy test item X, and correctly to a difficult test item Y to N01 (the number of all the learners) is small. However, in Multiple-choice questions, there can be so-called “correct random guesses” and “careless mistakes”. In the Ordering Theory, the noise is not taken into consideration in the derivation of ordering relations.

In this paper, we adopt a statistical analysis method [15], which can revise the inaccurate estimates caused by the so-called “correct random guesses” and “careless mistakes” and extract ordering relations. In the statistical analysis, we suppose that answers contradicting the Ordering Theory are caused by “correct random guesses” and “careless mistakes” and we use Binomial distribution to revise the inaccurate estimates and extract ordering relations. In addition, we simplify the relational structure by applying Factor Analysis to each knowledge item. The change in numbers of errors and correct answers caused by “correct random guesses” and “careless mistakes” in test item X and test item Y is shown in Table 1.
Table 1 Changes in numbers of errors and correct answers caused by “correct random guesses” and “careless mistakes”

<table>
<thead>
<tr>
<th>Y</th>
<th>error</th>
<th>correct</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N_{00}$</td>
<td>$S_{0}$</td>
</tr>
<tr>
<td></td>
<td>$k_{0} + e_{0}$</td>
<td>$k_{1} + e_{1}$</td>
</tr>
<tr>
<td></td>
<td>$N_{10}$</td>
<td>$S_{1}$</td>
</tr>
</tbody>
</table>

- $S_{0}$: set of including “random correct guesses”
- $S_{0}$: set of including “careless mistakes”
- $k_{0}$: number of learners who gave “random correct guesses”
- $e_{0}$: number of learners who gave neither “correct random guesses” nor “careless mistakes”
- $k_{1}$: number of learners who gave “careless mistakes”
- $e_{1}$: number of learners who gave neither “correct random guesses” nor “careless mistakes”
- $k_{0} - e_{0}$: number of learners who gave a “correct random guess” for test item $Y$
- $k_{1} + e_{1}$: number of learners who gave a “careless mistake” to test item $Y$
- $N_{00}$: number of learners who gave a “random correct guess”
- $N_{10}$: number of learners who gave neither “correct random guesses” nor “careless mistakes”
- $N_{11}$: number of learners who gave a “careless mistake”
- $N_{01}$: number of including “random correct guesses”
- $N_{01}$: number of including “careless mistakes”

3 CONSTRUCTION OF THE RELATIONAL STRUCTURE

In this paper, we name the knowledge contained in a test item a “knowledge item”, a group of test items a “cluster”, the learners transiting to a contradictory set M01, “contradictory learners”, the average probability of the occurrence of a contradictory learner in M01 a “inconsistency rate”, the function for computing an inconsistency rate “contradiction function”, and the whole structure indicating relational structures of test items and clusters a “relational structure”.

On the basis of the ordering relations derived from inconsistency rates and the relational structure in clusters, the order of understanding of the Java language is processed as follows.

Expression (1) is contradiction function introduced in the statistical analysis. Inconsistency rates are calculated by applying the probability $f$ of “correct random guess” and the probability $c$ of “careless mistake”. The relational structure of test items is constructed by ordering relations extracted with inconsistency rates smaller than a constant.

Knowledge items are merged to form several clusters by

$$P(N_{00}, N_{01}, N_{11}, f, c) = \frac{1}{N_{01} + 1} \sum_{i=0}^{k} B(k; N_{00} + k, f) B(N_{01} - k; N_{11} + N_{10} - k, c) n \ (1)$$

where $B(k; n, q) = \sum_{i=0}^{k} \binom{n}{i} q^i (1 - q)^{n-i}$

using factor loadings calculated in the Factor Analysis of test results. Factors are also extracted.
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The relational structure consisting of only knowledge
items, which is constructed in , has two many arrows indicating an ordering relation. This structure is so complicated that capturing the order of understanding from this structure is difficult. Therefore, we simplify the relational structure by transforming the ordering relations of knowledge items to those of clusters. Figures 1,2, and 3 show how to form clusters to simplify the relational structure of knowledge items.

4 EXPERIMENTS FOR EXTRACTING ORDERING RELATIONS

In the experiments for extracting ordering relations of the Java language, we gave a test to subjects. The teacher delivered lectures on basic knowledge from materials related to the Java language. We adopt Multiple-choice questions. The answer to each test item is a correct answer and knowledge items needed) is shown in Table 2.

Table 2. Knowledge Item page

<table>
<thead>
<tr>
<th>Knowledge Item page</th>
<th>Material A</th>
<th>Material B</th>
<th>Material C</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.62</td>
<td>0.10</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>0.26</td>
<td>0.67</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>0.28</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>0.18</td>
<td>0.05</td>
<td></td>
</tr>
</tbody>
</table>

A total of 96 subjects consists of three groups with different majors: 42 students majoring in cultural sciences (half a year (once a week)), 24 workers of an electric industry (intensive course (two days (7 hours a day)), and 30 graduate students majoring in information science (half a year (once a week)). A single teacher delivered lectures and exercise classes to all the three groups, in order to decrease the differences of teaching environment. In order to decrease the difference of difficulty between questions, we set basic questions for each knowledge item.

The tests are conducted as follows.

. The teacher delivers a lecture on basic knowledge from materials related to the Java language.

. The learners do programming exercises such as revision, compiling and execution of a program.

. After the exercise, the learners take a written test on the Java language.

5 THE CONSTRUCTION OF RELATIONAL STRUCTURE

We construct a relational structure following the construction process described in Section 3.

Inconsistency rates are computed by applying contradiction function P to test data. 15 knowledge items are merged to form clusters using factor loadings. In this paper, Factor Analysis is conducted with 7 factors. Using the factor loadings obtained in this analysis, 15 knowledge items are merged into 13 clusters and the factor for each item is shown in Table 3. In this paper, we assume that an ordering relation exists if inconsistency rates are less than 0.1 (the inconsistency rate is calculated as follows:

\[
\text{Inconsistency Rate} = \frac{\text{Number of Contradictions}}{\text{Total Number of Comparisons}}
\]

Table 3 Inconsistency rate and clusters

<table>
<thead>
<tr>
<th>Knowledge Item page</th>
<th>Material A</th>
<th>Material B</th>
<th>Material C</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.62</td>
<td>0.10</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>0.26</td>
<td>0.67</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>0.28</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>0.18</td>
<td>0.05</td>
<td></td>
</tr>
</tbody>
</table>

The positions of the learning items correspond to knowledge items as starting points of ordering relations, and the rows (A1 to A15) correspond to knowledge items as ending points of ordering relations. In this paper, we assume that an ordering relation exists if inconsistency rates are less than 0.1 (the inconsistency rate is calculated as follows:

\[
\text{Inconsistency Rate} = \frac{\text{Number of Contradictions}}{\text{Total Number of Comparisons}}
\]
In the computation of inconsistency rates, the probability \( f \) of “correct random guesses” and the probability of “careless mistakes” are set as follows. Probability \( f \) is set as 0.2 because there are 5 choices in multiple-choice questions. Probability \( c \) is set as 0.071, which is computed from data measuring the levels of understanding in three learning phases (before learning, after learning with materials, after learning with exercises) [14].

Figure 4 shows the relational structure of test items constructed with the inconsistency rates in Table 3. Figure 5 shows the relational structure of clusters.

6 DISCUSSION ON THE LEARNING PROCESS

Figure 6 shows an example of an efficient learning process derived from the simplified relational structure following rule a and rule b. Rule a states that clusters adjacent to each other in the relational structure should not be separated. Rule b states that clusters not adjacent to each other are arbitrarily ordered. \( f(5) \): Thought is excluded from the learning process because it refers to a factor related to thought. The following process is derived with \( f(2) \): Super class as a starting point.

\[ \text{f}(2): \text{Super class}, \text{Sub class}, \text{f}(3): \text{Attribute}, \text{f}(6): \text{Method}, \text{f}(4): \text{Class Variable}, \text{f}(7): \text{Package}, \text{f}(1): \text{Instance Variable} \]

In this process, the learning of \( f(2) \): Super class, Sub class is followed by the learning of \( f(4) \): Class Variable and \( f(1) \): Instance Variable. In this process, after the learning of the concept of “class”, the learning proceeds to knowledge items requiring compound knowledge. For this reason, this process allows an efficient learning of the Java language.

Next, we discuss the differences between the relational structure of knowledge items and the positions of the learning items written in a learning material, shown in Table 4 [8], [9], [10], [13]. In the relational structure of Figure 7, Sub class is the only knowledge item to Method. Also in the material, Sub class is followed by Method. This means that our relational structure has the same relational order as the learning material for this point. On the other hand, knowledge item Interface requires compound knowledge. Therefore, our relational structure

Figure 4 Relational structure of knowledge items

Figure 5 Relational structure of clusters

Figure 7 Comparison with a learning material
contains several ordering relations from other knowledge items to Interface, and also in the learning material. Interface is positioned at a later part of the learning process. Thus, the ordering relations of basic knowledge and compound knowledge are consistent with the result of the experiment. However, other learning items are positioned differently. Therefore, learning items for which the level of understanding cannot be easily captured depend on the experience and knowledge of the author of the learning materials.

7 CONCLUSION
In this paper, we have extracted the order of understanding of the Java language, which has previously been estimated by the experience of teachers in learning. For this purpose, we adopted a statistical analysis based on the Ordering Theory to extract the ordering relations of knowledge items. We also constructed a relational structure.

The data on 15 test items obtained in the experiment were analyzed with the Factor Analysis. Knowledge items were merged and they formed 7 clusters according to the factor loadings. The complicated relational structure of knowledge items was simplified to the relational structure of clusters.

We discussed the difference between the learning process derived from the relational structure and the learning process from learning materials. We conclude that this difference can be used to create a systematic learning process.

The statistical analysis method used in this paper depends on the problems in tests. The meaning of each factor in the Factor Analysis must be manually determined. Therefore, the application of the proposed method is limited to a certain domain of the Java language. However, if problems for tests are prepared and the meaning of each factor is appropriately determined, the proposed method may be applied to many other domains.
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